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Recommender System 
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Source: https://d2l.ai/chapter_recommender-systems/recsys-intro.html 

https://d2l.ai/chapter_recommender-systems/recsys-intro.html


Outline 

➢ Recommender system basics
▪ Recommender system evaluation 

▪ Commonly used metrics in academic research and practice 

➢ Challenges in computing the offline metrics
▪ Data partition schemes in RecSys experiments using offline datasets

▪ Data leakage due to not maintaining global timeline

▪ The impact on understanding the RecSys research problem

➢ Criticism on RecSys from evaluation perspective
▪ The counter-intuitive observations

▪ The common pitfalls in evaluating RecSys

➢ More practical evaluations
▪ The meaning of fair comparison

▪ The observation of global timeline
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Recommender Systems: Examples 

➢ Products on e-commerce websites 

➢ Online content

▪ Video

▪ Music

▪ News

➢ Advertisement 

➢ Social media 

4



RecSys is a problem-rich research area
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RecSys Evaluation 

➢ The comprehensive evaluation of the 

performance of a recommender system is a 

complex endeavor

▪ Defining the specific goals of the evaluation

▪ Choosing 

▪ Evaluation method 

▪ Underlying data

▪ Suitable evaluation metrics
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• System-centric: the evaluation of algorithmic 

aspects, e.g., the predictive accuracy, revenue, CTR 

• User-centric: how users perceive its quality or 

the user experience when interacting with the RS.



Framework for evaluating recommender systems (FEVR)
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What should be evaluated? 

How can we measure this?

The guiding principles of 

the evaluation

The underlying premise of any RS evaluation—in 

academia and industry—is that a RS is supposed 

to create value in practice and have an 

impact in the real world

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536

Which perspective, e.g., privacy? 



Experiment Type: Offline, Online, User Study 
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Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536



Offline Evaluation

➢ A typical experiment

▪ Uses a pre-collected dataset that contains users’ explicit feedback on items (e.g., 
ratings of items) or implicit feedback on items (e.g., the items purchased, viewed, or 
consumed). 

▪ User behavior is mimicked and simulated based on this historical data

▪ Parts of the rating information are masked from the user-item matrix, the recommender 
algorithms are evaluated by their ability to predict the missing information

➢ Adoption 

▪ More than 92% of the 117 RS papers published at AAAI and IJCAI in 2018 and 2019 relied 
exclusively on offline experiments. At ACM RecSys 2018 and 2019, three of four papers 
only used offline evaluations. 

➢ A key issue: which values are to be masked for prediction 

▪ Temporal aspects of data can be critical in the design of such an evaluation
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Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536

User feedback vs user preference, the same?



Evaluation Aspects 

➢ Types of data 

▪ Implicit and explicit rating data; 

▪ User, item information (or side information), useful for cold-start setting

▪ Qualitative and Quantitative Data

▪ Natural and Synthetic Data 

➢ Data collection 

➢ Data quality and biases 

▪ Biases may occur in the distributions of users, items, or ratings that are selected to 
be part of the evaluation dataset

➢ Evaluation system

▪ An interface for the evaluation, typically not applicable for offline evaluation 
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Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536



Evaluation Metrics 
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Recall, Precision, Hit Rate, NDCG 

are more widely adopted in offline 

evaluation in academic research

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536



Industrial Recommender System Evaluation 

➢ E-commerce recommender system

▪ Gross merchandise volume (GMV)

▪ Click-through rate (CTR)

▪ Conversion rate (CVR)

➢ Advertising-aware recommender system

▪ Viewing, clicking, conversion, 

▪ Click-through rate (CTR)

▪ Conversion rate (CVR)

➢ Online content recommender system: news, music, video 

▪ Proportion of total time spent watching, Video View, etc. 
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Outline 

➢ Recommender system basics
▪ Recommender system evaluation 

▪ Commonly used metrics in academic research and practice 

➢ Challenges in computing the offline metrics
▪ Data partition schemes in RecSys experiments using offline datasets

▪ Data leakage due to not maintaining global timeline

▪ The impact on understanding the RecSys research problem

➢ Criticism on RecSys from evaluation perspective
▪ The counter-intuitive observations

▪ The common pitfalls in evaluating RecSys

➢ More practical evaluations
▪ The meaning of fair comparison

▪ The observation of global timeline
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RecSys evaluation, in academic and in practice? 
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Data 

Evaluation  

Metric   

Model   

Static dataset  Stream data   

Train/test split   A/B testing 

HitRate, NDCG… CTR, CVR, GMV…

A single model   Mixture of models?   



➢ “The goal of the offline experiments is to filter out 

inappropriate approaches, leaving a relatively small set of 

candidate algorithms to be tested” online

➢ “It is necessary to simulate the online process 

where the system makes predictions or 

recommendations”
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Evaluation  Train/test split   A/B testing 



The 5 settings in offline evaluation 
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Case study: what train/split? 

➢ Collection: 88 papers in RecSys conferences (2020 – 2022) 
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No. papers Percentage Train/test split Global timeline? 

30 34% Random split No

22 25% Leave-one-out No

17 19.5% Single time point Partially 

15 17% Simulation-based online Yes

4 4.5% Sliding window Yes

Bandits and reinforcement learning for recommendation. 

Incremental learning or session-based learning.



RecSys in academic research: problem abstraction   

One problem definition for 

many RecSys tasks  
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Global timeline not 

observed 



Recommendation in practice 

➢ Users get recommendations 

when visiting a site or app, at 

current time 𝑡𝑐

➢ All historical interactions before 

𝑡𝑐 can be used as training data 
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𝑡𝑐

𝑢1

𝑢2

𝑢3

Training (all historical interactions)

Time

Test (    )

➢ Learning from past interactions
 

➢ To predict users’ preferred items 
in (near) future 



The simplest baseline: Popularity 
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Weekly List Hourly List



Popularity in practice vs popularity in academic research  

➢ Popularity in practice 
▪ Ranking is dynamic, updated 

along time

▪ Ranking is based on 
interactions within a short 
time period, e.g., a week 

➢ Popularity in academic research 
▪ Ranking is static, without 

scheduled update

▪ Ranking is derived from the 
entire training set
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Why is popularity defined in this way? 

➢Most machine/deep learning models in 
academic research 

▪ Ranking is static 

▪ Ranking is derived from the entire training set

“fair comparison” 



Ignorance of global timeline: Data Leakage

➢ Recommenders access user-item 

interactions that “would happen” after 

the test time point 

➢ Recommenders may recommend 

“future items”

➢ Recommendation accuracies may not 

mean much
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𝑡𝑐

𝑢1

𝑢2

𝑢3Training (    )

Test (    )

Time
𝑡𝑥1 𝑡𝑥2 𝑡𝑥3

Applicable to Popularity and ML/DL- 
based models

An illustration: Leave-last-one-out



Global timeline vs Local timeline

➢ Number of item first 
interactions in each 
week 

➢ Number of user last 
interactions in each 
week

➢ On all 4 datasets for 
10 years duration 
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Data leakage in offline evaluation of recommender system
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𝑆𝐴𝐵: items rated by both users A and B

𝑆𝐵𝐶 : items rated by both users B and C

X: test instance of user A

Y: test instance of user B

Z: test instance of user C

A B

𝑆𝐴𝐵 𝑆𝐵𝐶

C

All interactions by user C happened
after the test instance of A

𝑡𝑐

𝑢1

𝑢2

𝑢3Training (    )

Test (    )

Time
𝑡𝑥1 𝑡𝑥2 𝑡𝑥3



Experiments: the impact of data leakage

➢ Data partition: Leave-one-out splitting

➢ Baselines: BPR, NeuMF, LightGCN, SASRec

➢ Evaluation metrics: HR@20, NDCG@20
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Recommendation List

Recommendation Accuracy



Experiment: to simulate different severity of data leakage

➢ Test set: test instances that happened in Year 5 (example test year)

➢ Training set:  (Instances before Y5) + (training instances in Y5) +  (𝑥 year of 

future instances), 𝑥 ∈ [0,5]
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Y1 Y2 Y3 Y4 Y5 Training Y6 Y7 Y8 Y9 Y10

Y5 Test

Model

Time

Historical records 

as training data 

Future records as 

additional training data 



Impact of data leakage on recommendation list

➢ Future items: the items 

are exclusively available 

only after the specific time 

point of a given test 

instance. 

➢ All models recommend 

“future items” → invalid 

recommendation
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Impact of data leakage on recommendation accuracy

➢ The impact on 

recommendation accuracy 

can vary, and it is not 

predictable.

➢ The relative performance 

ordering of the evaluated 

models does not exhibit 

consistent patterns.
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Ignorance of global timeline: 

Simplified User Preference Learning 

All users 𝑢1 to 𝑢4 purchased the same 

phone, but at different time points 

➢ User 𝑢1 purchased iPhone X on its 

first day of release 

➢ Users 𝑢3 and 𝑢4 purchased iPhone X 

when the next model was released.

➢ User 𝑢2 purchased iPhone X some day 

in between. 
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𝑢1

𝑢2

𝑢3
Time

𝑡1 𝑡2 𝑡3Alt. 
models

𝑡𝑐

𝑢4

Are all decision-makings the same? 

What reflects user preference? 

(a) decision making process, 

(b) result of decision?



Re-visiting collaborative filtering

➢ A user wants to read interesting but not all documents from a newsgroup. 
▪ She knows that some users read all of these documents and mark the interesting ones. 

▪ She then can simply choose to read only the documents that are marked interesting by 
these users.

➢ Tapestry allows a user to filter documents by “users with similar preference”

30

https://doi.org/10.1145/138859.138867



Collaborative filtering: 1992
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➢User does not want to access all 
documents 

➢User trusts “recommendations” by self-
defined “experts” 

➢Recommendation → information filter

▪ Twitter 

▪ Facebook 

▪ LinkedIn

Documents

Filter: User chosen 

experts

End user 

A **hypothetical** extension: 

if user 𝑢1 follows 𝑢2, then 𝑢1 prefers 𝑢2’s decision making in judging interesting documents, given the 

context at that time, e.g., when a document is received in the newsgroup



Recommender System – 2005 
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Collaborative filtering 

• The most dominant approach for computing 

recommendations

• Based on the collective behavior of a system’s users: 

user-item interaction matrix

• Assumption: users who had similar preferences 

in the past will also have similar preferences in 

the future.

User information needs: 

Defined by other “similar” 

users 

Items 

Filter: Users × Items

End user 



Collaborative filtering: the current understanding 
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Items

Filter: 

Users X items

End user 

➢A user 𝑢 would prefer the items that are chosen 
by other users who share similar preferences 
with 𝑢. 

➢Preference similarity between users is reflected 
by similar user-item interactions in the past.

➢If users 𝑢1 and 𝑢2 both purchased the same 
mobile phone, then we would consider that 𝑢1 
and 𝑢2 share similar preference, at least on this 
particular item.

Does purchasing the same item reflect that the two users share a similar decision-making process?  

Do we need to consider the context changes in from time to time?



The possible context changes in decision making 

➢ Even if two users interact with the same item, 

▪ If the two interactions occur at very different time points, the contexts for the two 
decision makings could be very different. 

▪ The context here is reflected by the candidate items and their properties (e.g., their 
popularity ranking) at the “decision making” time

➢ There are many context changes

▪ User side: moved to a new city, changed office, salary increase, graduated….. 

▪ System side: Item ranking changes, competitive alternatives … (we only consider the 
changes that can be observed through the data) 

➢ More reasonable to assume that if two interactions occur within a short time 
period, the context change at system side is not significant.
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Outline 

➢ Recommender system basics
▪ Recommender system evaluation 

▪ Commonly used metrics in academic research and practice 
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▪ The meaning of fair comparison

▪ The observation of global timeline
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Counter-intuitive observations 

➢ ICTIR 2022:

▪ Users with many historical interactions suffer 
from relatively poorer recommendations.

➢ Electronic Markets 22: 

▪ Experience with the vendor showed a negative 
correlation with recommendation performance. 

➢ PERSPECTIVES 2022:

▪ Using only the more recent parts of a dataset 
can drastically improve the performance of a 
recommendation system

37

Time dimension: 

Global timeline 

Counter-intuitive 



Common pitfalls in evaluating recommender systems
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Hung-Hsuan Chen, Chu-An Chung, Hsin-Chien Huang, and Wen Tsui. 2017. Common Pitfalls in Training and Evaluating Recommender Systems. 

SIGKDD Explor. Newsl. 19, 1 (June 2017), 37–45. https://doi.org/10.1145/3137597.3137601



Common pitfalls in evaluating recommender systems

➢ Issue 1 training data: Clickstreams are highly influenced by the 

reachability of the products and the layouts of the product pages. 

▪ The items that occupy many spaces are more likely to be clicked and reached. 

▪ The trained recommender is likely to learn (1) the “layout" of the pages, and (2) the 

recommendation rules of the online recommender system.

➢ Issue 2 test data: If the suggested product list 𝐿𝑛𝑒𝑤 recommended by the 

new recommendation module 𝑅𝑛𝑒𝑤 is very different from the online 

recommendation module's list 𝐿𝑜𝑟𝑔, the online users have no chances to 

click on the products that appear only in 𝐿𝑛𝑒𝑤 but not in 𝐿𝑜𝑟𝑔.
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Hung-Hsuan Chen, Chu-An Chung, Hsin-Chien Huang, and Wen Tsui. 2017. Common Pitfalls in Training and Evaluating Recommender Systems. 

SIGKDD Explor. Newsl. 19, 1 (June 2017), 37–45. https://doi.org/10.1145/3137597.3137601



Common pitfalls in evaluating recommender systems

➢ Issue 3: Click through rates are mediocre proxy to revenues 

▪ User-centric measures (e.g., click through rate) vs business-centric measures (e.g., 

recommendation revenue). 

▪ Unfortunately, such a surmise was not carefully validated.

➢ Issue 4: Evaluating recommendation revenue is not straightforward

▪ It is possible that the recommendation modules are served as a convenient tool for 

users to locate the desired items in e-commerce, but even without the 

recommendation module, the users can still discover these items through another 

means.
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Hung-Hsuan Chen, Chu-An Chung, Hsin-Chien Huang, and Wen Tsui. 2017. Common Pitfalls in Training and Evaluating Recommender Systems. 

SIGKDD Explor. Newsl. 19, 1 (June 2017), 37–45. https://doi.org/10.1145/3137597.3137601

Not related to this tutorial
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RecSys evaluation is extremely challenging 

➢ The evaluation metrics can be defined 
from multiple perspectives

▪ Model accuracy? Business KPI? 

▪ Impact of website design, existing RecSys 
models, and many other factors

 

➢ We probably want to begin with 
something simple

▪ A re-consideration of “fair comparison”  

▪ An evaluation protocol with no or 
minimum data leakage  

42

𝑡𝑐

𝑢1

𝑢2

𝑢3

Training (recent interactions)

Time

Test (    )𝑇𝑝

Do not force “Popularity” to use 

all training data



Meaningful and practical evaluation

All user-item interactions (in both train 

and test) are arranged in chronological 

order. 

➢ The entire timeline is split into time 

windows of size 𝑊

➢ One window 𝑊 is tested at each 

time, window by window

43

𝑡𝑐

𝑢1

𝑢2

𝑢3

Training (    )

Test (    )

Time
𝑡𝑥1 𝑡𝑥2 𝑡𝑥3

𝑾𝒏+𝟏 𝑾𝒏+𝟐 𝑾𝒏+𝟑

𝑇𝑝

A model may use all or subset 

(e.g., only recent) training data



Meaningful modeling of user preference

➢ A better understanding of user preference 

▪ Is decision context something worth studying? 

▪ What is decision context? 

➢ Possible ways of evaluating similarity between decision contexts

▪ Impressions: 

▪ User 𝑢1 chooses item 𝐷 with impression {𝐴, 𝐵,𝐶, 𝐷}, and user 𝑢2 chooses item 
𝐷 with impression {𝐷, 𝐸, 𝐹,𝐺}, are their decision contexts the same?

▪ A simplified version (assumption):

▪ If two interactions happen within a very short time period, then the decision 
contexts are similar.
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RecSys evaluation, in academic and in practice? 

45

Data 

Evaluation  

Metric   

Model   

Static dataset  Stream data   

Train/test split   A/B testing 

HitRate, NDCG… CTR, CVR, GMV…

A single model   Mixture of models?   



Dataset vs Reality: An appropriate dataset for evalution

46

Real-world 

application 

Problem 

definition

Dataset 

creation 

Dataset Model

Dataset vs Reality

https://arxiv.org/abs/2212.02726 

https://arxiv.org/abs/2212.02726


The 

MovieLens

dataset 
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Data Static dataset  Stream data   

𝑅0 

𝑅1 

𝑅2 
𝑃0 𝑃1 𝑃2 

𝑀1 

𝑅1 𝑅0 𝑅2 

𝑀2 RecommenderRec



Two Kinds of Interactions 

➢ User-Movie Interaction 

▪ There is a decision process to decide which movie to 

watch next 

➢ User-MovieLens Interaction 

▪ MovieLens guides users to recall what movies he/she 

has watched

▪ Cold-start dataset for "static preference"

48

Movies User MovieLens

https://arxiv.org/abs/2307.09985 

https://arxiv.org/abs/2307.09985
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Data accumulation

Recommendation on demand

Recommender 

System

Think about the RecSys problem itself, and its very original 

research motivation, and not too much on a specific model 



Summary 

➢ The original objective of recommender evaluation 

▪ A simulation of the online setting by using an offline dataset 

➢ The importance of observing global timeline 

▪ A more reliable simulation of online setting 

▪ Minimizing data leakage 

➢ The concept of fair evaluation, and user preference modeling 

▪ Recommenders may choose the best amount of data for training 

▪ User interaction is a result of decision 

➢ The selection of dataset 

▪ A widely used dataset vs some more meaningful datasets 
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