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Outline

» Recommender system basics

= Recommender system evaluation

* Commonly used metrics in academic research and practice
» Challenges in computing the offline metrics

* Data partition schemes in RecSys experiments using offline datasets

= Data leakage due to not maintaining global timeline

* The impact on understanding the RecSys research problem
» Ciriticism on RecSys from evaluation perspective

" The counter-intuitive observations

* The common pitfalls in evaluating RecSys
» More practical evaluations

* The meaning of fair comparison

" The observation of global timeline
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RecSys is a problem-rich research area
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Evaluating Recommender Systems: Survey and Framework

EVA ZANGERLE, Universitit Innsbruck, Austria

Re C Sys Eval u ati O n CHRISTINE BAUER, Utrecht University, The Netherlands

The comprehensive evaluation of the performance of a recommender system is a complex endeavor: many

facets need to be considered in configuring an adequate and effective evaluation setting. Such facets include,
for instance, defining the specific goals of the evaluation, choosing an evaluation method, underlying data,
and suitable evaluation metrics. In this article, we consolidate and systematically organize this dispersed

> T h h M I t. f th knowledge on recommender systems evaluation. We introduce the Framework for Evaluating Recommender
e CO m P re e n S Ive eva u a IO n O e systems (FEVR), which we derive from the discourse on recommender systems evaluation. In FEVR, we

categorize the evaluation space of recommender systems evaluation. We postulate that the comprehensive

evaluation of a recommender system frequently requires considering multiple facets and perspectives in the

L]
Pe rfo rm a n C e Of a rec O m m e n d e r Syste m I S a evaluation. The FEVR framework provides a structured foundation to adopt adequate evaluation configura-

tions that encompass this required multi-facetedness and provides the basis to advance in the field. We outline
and discuss the challenges of a comprehensive evaluation of recommender systems and provide an outlook

comp lex endeavor it e il A e focward s g researet eoaucemty
= Defining the specific goals of the evaluation
* Choosing
= Evaluation method

Underlying data * System-centric: the evaluation of algorithmic

" Suitable evaluation metrics aspects, e.g., the predictive accuracy, revenue, CTR
* User-centric: how users perceive its quality or
the user experience when interacting with the RS.
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Framework for evaluating recommender systems (FEVR)

The guiding principles of I
. Evaluation Design Space
L — the evaluation I
How can we measure this?

Evaluation Principles Experiment Type
Evaluation Objectives Hypothesis / Research Question Offline Evaluation
Overall Goal Control Variables User Study
el e Generalization Power Online Evaluation
gl Reliability

Which perspective, e.g., privacy?
Evaluation Aspects

Types of Data Data Collection
The underlying premise of any RS evaluation—in i
academia and industry—is that a RS is supposed Data Quality and Biases Evaluation Metrics
to create value in practice and have an
impact in the real world Evaluation System

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536
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Experiment Type: Offline, Online, User Study

Type Description

Offline Method: simulation of user behavior based on past interactions
Task: defined by the researcher, purely algorithmic
Repeatability: evaluation of an arbitrary number of experiments (e.g., algorithmic settings,
models) possible at low cost
Scale: large dataset, large number of users
Insights: quantitative, narrow (focused on the predictive performance of algorithms)
User Study Method: user observation in live or laboratory setting
Task: defined by the researcher, carried out by the user
Repeatability: expensive (recruitment of users)
Scale: small cohort of users
Insights: quantitative and/or qualitative (live user data, logging of user actions, eye tracking,
questionnaires before/during/after task)
Online Method: real-world user observation, online field experiment
Task: self-selected by the user, carried out by the user
Repeatability: expensive (requires full system and users)
Scale: size of the cohort of users depending on evaluation system and user base
Insights: quantitative and/or qualitative (live user data, logging of user actions, question-
naires before/during/after exposure to the system)

Experiment

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536
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Offline Evaluation

User feedback vs user preference, the same?

»> A typical experiment

= Uses a pre-collected dataset that contains users’ explicit feedback on items (e.g.,
ratings of items) or implicit feedback on items (e.g., the items purchased, viewed, or
consumed).

= User behavior is mimicked and simulated based on this historical data

" Parts of the rating information are masked from the user-item matrix, the recommender
algorithms are evaluated by their ability to predict the missing information

» Adoption

" More than 92% of the |17 RS papers published at AAAI and IJCAIl in 2018 and 2019 relied
exclusively on offline experiments. At ACM RecSys 2018 and 2019, three of four papers
only used offline evaluations.

» A key issue: which values are to be masked for prediction
* Temporal aspects of data can be critical in the design of such an evaluation

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536
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Evaluation Aspects

Types of Data Data Collection

Evaluation AspeCts Data Quality and Biases Evaluation Metrics
Evaluation System
> Types of data
* |mplicit and explicit rating data;
= User, item information (or side information), useful for cold-start setting

Table 4. Widely Used Datasets for Evaluating RS

Dataset Domain Size
MovieLens20M” [97] Movie ratings 20,000,263 ratings; range [0.5,5]
> Data COI I ection MovieLens1M! [97] Movie ratings 1,000,209 ratings; range [1,5]
BookCrossing'' [231]  Book ratings 1,157,112 ratings; range [1,10]
. . Yelp'? Business ratings 8,021,122 ratings; range [0,5]
> Data q ual |ty an d blases MovieTweetings'® [64] Movie ratings 871,272 ratings; range [0,10]

= Biases may occur in the distributions of users, items, or ratings that are selected to
be part of the evaluation dataset

» Evaluation system
* An interface for the evaluation, typically not applicable for offline evaluation

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536
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Evaluation Metrics

Evaluation Aspects

Types of Data Data Collection
Data Quality and Biases Evaluation Metrics

Evaluation System

Category Metrics

Mean absolute error (MAE)

Prediction accuracy (Root) Mean squared error ((R)MSE)

Item novelty

Recall, precision, F-score

Usage prediction Receiver operating characteristic curve (ROC)
Area under ROC curve (AUC)

Normalized discounted cumulative gain (NDCG)

Ranking Mean reciprocal rank (MRR)

Novelty Global long-tail novelty
Diversity intra-list similarity (ILS)
Item coverage
Coverage User space coverage
Gini index
" Unexpectedness
Serendipity Serenlzlipity

Recall, Precision, Hit Rate, NDCG
are more widely adopted in offline
evaluation in academic research

Fairness across users

Value unfairness
Absolute unfairness
Over/underestimation of fairness

Fairness across items

Pairwise fairness

Disparate treatment ratio (DTR)
Equal expected exposure
Equity of amortized attention
Disparate impact ratio (DIR)
Viable-A test

Business-oriented

Click-through rate (CTR)
Adoption and conversion rate
Sales and revenue

Eva Zangerle and Christine Bauer. 2022. Evaluating Recommender Systems: Survey and Framework. ACM Comput. Surv. 55, 8, Article 170 (August 2023), 38 pages. https://doi.org/10.1145/3556536

% NANYANG TECHNOLOGICAL UNIVERSITY | SINGAPORE



Industrial Recommender System Evaluation

» E-commerce recommender system

* Gross merchandise volume (GMV)

= Click-through rate (CTR)
= Conversion rate (CVR)

» Advertising-aware recommender system

" Viewing, clicking, conversion,
* Click-through rate (CTR)
= Conversion rate (CVR)

» Online content recommender system: news, music, video

* Proportion of total time spent watching,Video View, etc.
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Outline

» Challenges in computing the offline metrics
* Data partition schemes in RecSys experiments using offline datasets
= Data leakage due to not maintaining global timeline
* The impact on understanding the RecSys research problem
» Ciriticism on RecSys from evaluation perspective
" The counter-intuitive observations
* The common pitfalls in evaluating RecSys
» More practical evaluations
* The meaning of fair comparison
" The observation of global timeline
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RecSys evaluation, in academic and in practice?

Data Static dataset T 1T Stream data

Evaluation

Train/test split

A/B testing

Metric HitRate, NDCG... T T CTR, CVR, GMV...

Model A single model Mixture of models!?
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Train/test split A/B testing

Francesco Ricci

» “The goal of the offline experiments is to filter out il
inappropriate approaches, leaving a relatively small set of
candidate algorithms to be tested” online

Recommender
Systems

Handbook

> “lt is necessary to simulate the online process i

where the system makes predictions or
recommendations”

@ Springer
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The 5 settings in offline evaluation
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Case study: what train/split?

» Collection: 88 papers in RecSys conferences (2020 — 2022)

Train/test split Global timeline?

[ 34% ] Random split

22 25% Leave-one-out No

|7 19.5% Single time point Partially
|5 1 7% Simulation-based online Yes

4 4.5% [Sliding window ] Yes

Bandits and reinforcement learning for recommendation.
Incremental learning or session-based learning.

%—fj NANYANG TECHNOLOGICAL UNIVERSITY | SINGAPORE



RecSys in academic research: problem abstraction
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Recommendation in practice

» Users get recommendations
when visiting a site or app, at
current time t,

» All historical interactions before
t. can be used as training data

» Learning from past interactions

» To predict users’ preferred items
In (near) future
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The simplest baseline: Popularity

€lhe New ork Times

Best Sellers New Releases Movers & Shakers Most Wished For  Gift Ideas

BOOKS

The New York Times Best Sellers

Authoritatively ranked lists of books sold in the United States, sorted by format and genre.

Amazon Best Sellers
Our most popular products based on sales

Hourly List

Weekly List

FICTION NONFICTION v | CHILDRENS ~

MONTHLY LISTS  ~

November 20, 2022

Combined Print & E-Book Fiction >

PN T O
=t s

3 WEEKS ON THE LIST
IT STARTS WITH US
by Colleen Hoover

In the sequel to “It Ends With Us,”

Lily deals with her jealous ex-
husband as she reconnects with
her first boyfriend.

LAY TSRS L T

EVANOVICH
‘GUINEE
ReGl

ey

NEW THIS WEEK
GOING ROGUE
by Janet Evanovich

The 29th book in the Stephanie
Plum series. The man who

abducted the office manager at
Vinnie's Bail Bonds demands a

mysterious coin in exchange for

her.

73 WEEKS ON THE LIST
IT ENDS WITH US
by Colleen Hoover

A battered wife raised in a violent

home attempts to halt the cycle of

abuse.

JAMES PATTERSON

RN L ER

NEW THIS WEEK
TRIPLE CROSS
by James Patterson

Detective Alex Cross and the true-

crime author Thomas Tull search
for a serial killer known as the
Family Man.

When you purchase an independently ranked book through our site, we earn an affiliate commission.

Combined Print & E-Book Nonfiction >
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3 WEEKS ON THE LIST
THE BOYS FROM BILOXI
by John Grisham

Two childhood friends follow in
their fathers’ footsteps, which
puts them on opposite sides of the
law.

Any Department

Amazon Devices &
Accessories

Amazon Launchpad W
Amazon Renewed

Appliances

Apps & Games

Arts, Crafts & Sewing

Audible Books & Originals
Automotive <
Baby

Beauty & Personal Care

Books

Camera & Photo Products

CDs & Vinyl

Cell Phones & Accessories
Clothing, Shoes & Jewelry
Collectible Coins

Computers & Accessories

Digital Educational
Resources

Digital Music
Electronics

Entertainment Collectibles

Gift Cards W
Grocery & Gourmet Fooed

Handmade Products

Health & Household

Home & Kitchen

Industrial & Scientific

Kindle Store <

Kitchen & Dining P,
Magazine Subscriptions

Movies & TV

Musical Instruments

Office Products

Keurig K-Mini Coffee Maker, Single
Serve K-Cup Pod Coffee Brewer, 6

Best Sellers in Clothing, Shoes & Jewelry seemore

Hanes Men's Sweatshirt, EcoSmart
Fleece Hoodie, Cotton-Blend
Fleece Hooded Sweatshirt, Plush
Fleece Pullover Hoodie

7 154,570

30 offers from $15.80

Best Sellers in Kitchen & Dining see more

Hamilton Beach 6-Speed Electric
Hand Mixer with Whisk, Traditional

Hanes Men's Sweatshirt, EcoSmart
Fleece Crewneck Sweatshirt,
Cotton-Blend Fleece Sweatshirt,
Plush Fleece Pullover Sweatshirt

y ryr 143,380

Stanley Adventure Reusable
Wacuum Quencher Tumbler with




Popularity in practice vs popularity in academic research

» Popularity in practice » Popularity in academic research
= Ranking is dynamic, updated = Ranking is static, without
along time scheduled update
= Ranking is based on = Ranking is derived from the
interactions within a short entire training set
time period, e.g., a week

Why is popularity defined in this way?

______ » Most machine/deep learning models in
“fair comparison” academic research

= Ranking is static

= Ranking is derived from the entire training set
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MR DIGITAL
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ACM Transactions on Information Systems

Ignorance of global timeline: Data Leakage vinG f

A Critical Study on Data Leakage in
Recommender System Offline Evaluation

Authors: Yitong_Ji, 3 Aixin Sun, Jie Zhang,

Chenliang Li Authors Info & Claims

» Recommenders access user-item
interactions that “would happen” after
the test time point

Published: 07 February 2023 Publication History | ) Check for updates

An illustration: Leave-last-one-out

» Recommenders may recommend b OO O-—z3 Test (2)
“future items” ULO—O-O—

» Recommendation accuracies may not

mean much Applicable to Popularity and ML/DL-
based models
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Global timeline vs Local timeline

> Number of item first
interactions in each
week

> Number of user last
interactions in each
week

» On all 4 datasets for
|0 years duration

1096 #item releases in a week —e—
#user's last interactions in a week —+—
1024
256
64 jJ
15 ..'vf.,:“" i
4
1 100 200 300 400 500
Week in 21 Nov 2009 — 20 Nov 2019
(a) MovieLens-25M
1024 #item releases in a week —e—
#user's last interactions in a week —<—
256
64
16 Jf
4
1

1 100

200 300 400 500
Week in 02 Oct 2008 — 01 Oct 2018

(c) Amazon-music

32768 - -
#item releases in a week —e—
#user's last interactions in a week —=—
4096
512
8
1 Il
1 100 200 300 400 500
Week in 13 Dec 2009 — 12 Dec 2019
(b) Yelp
32768

#item releases in a week —e—
#user's last interactions in a week —«—

4096
512

. [r W T = e o
e RSN L T e e L
64 WP o
e A e s T *
ey O
RS G
s

1 100 200 300 400 500
Week in 05 Oct 2008 - 04 Oct 2018

(d) Amazon-electronic
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Data leakage in offline evaluation of recommender system

to {1 Ly i3

S S
. A AB BC )
Time ) ) )
=y Bs A N :
1 | [
1 | :
0 O * r - = ‘ = u ‘ u
%SAB : X %SBC : Y : Z
HHE HHE h O—O—O-—¢3 Test (*)
(a) User-item interaction along global timeline. uzQ——Q—Q—{}
- . 10000
Sap:items rated by both users A and B Training (O) il ; Time
Sgc:items rated by both users B and C Ex1 txz  lyz Lc

X: test instance of user A
Y: test instance of user B

All interactions by user C happened
Z: test instance of user C after the test instance of A
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Experiments: the impact of data leakage

Dataset Time span selected Data Filtering  #User #ltem  #Rating Sparsity
MovieLens-25M 21 Nov 2009 to 20 Nov 2019  No filtering 62,202 56,774 9,808,925 2.78e¢ — 3
Yelp 13 Dec 2009 to 12 Dec 2019 10-core 116,655 61,027 3,127,215 4.39¢ —4
Amazon-music 02 Oct 2008 to 01 Oct 2018 H-core 15,839 11,071 162,880 9.29¢ — 4
Amazon-electronic | 05 Oct 2008 to 04 Oct 2018 10-core 141,633 49,325 2,365,483 3.38¢ —4

» Data partition: Leave-one-out splitting Recommendation List

» Baselines: BPR, NeuMF, Light GCN, SASRec

» Evaluation metrics: HR@20, NDCG@?20 Recommendation Accuracy
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Experiment: to simulate different severity of data leakage

> Test set: test instances that happened in Year 5 (example test year)

» Training set: (Instances before Y5) + (training instances inY5) + (x year of
future instances), x € [0,5]

Y Y2 Y3 Y4 Y5Training Y6 Y/ Y8 Y9 YIO

- - -
- -
- - -
R - -
n .= -
- ” -
" - _——
- - -
- =
- "
‘—

Future records as
additional training data

Historical records
as training data
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Impact of data leakage on recommendation list

Model Dataset MovieLens-25M Yelp Amazon-music | Amazon-electronic
> Future ite s: the .tem ode Test year | Y5 Y7 Y5 Y7 Y5 Y7 Y5 Y7
ms: | S Y5 0 — 0 — 0 — 0 —
. . Y6 0 - 421 - 615 - 79 —
are eXCIUSIVEI)’ avallable BPR Y7 29 0 829 0 970 0 363 0
o . Y8 7 11 2,365 504 | 1,101 651 263 200
only after the SPeCIfIC time Y9 6 88 5,048 287 | 1,304 1,103 | 499 1,224
Y10 4 81 1,851 1,598 | 1,197 1,155 | 200 583
point of a given test Y5 0 - 0 - 0 - 0 ~
Y6 3 - 602 - 910 - 28 —
: NeuMF Y7 7 0 1,631 0 1,501 0 1,303 0
Instance. Y8 27 31 3,260 130 | 1,733 878 549 0
Y9 22 6 3,542 1,177 | 1,491 1,276 | 729 216
Y10 15 1 5205 1,791 | 1,577 1,573 | 2,655 326
> All model d v |n - | e - | w o
m r mmen Y6 11 - 369 - 626 - 37 —
odels reco e Light GCN Y7 32 0 739 0 1,050 0 148 0
P . ”) o o Y8 116 189 1,070 569 998 632 367 220
future items” > invalid vo |22 a6 |15t om |10% 803 | 260 430
. Y10 15 58 1,103 1,360 | 1,152 1,029 | 260 470
recommendation o S = 1 o5 - 0 G -
Y6 315 - 967 - 906 - 216 —
SASRec i 442 0 3,074 0 1,548 0 625 0
Y8 144 489 2,228 2,666 | 1,814 1,341 | 487 1388
Y9 342 403 3,162 2,893 | 1,982 1,376 | 20 3,209
Y10 993 386 1,741 3,014 | 1,980 1,662 12 2,479
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Impact of data leakage on recommendation accuracy

» The impact on 0320 e e B ——
recommendation accuracy e i gy B "GS ==
o 0.160 Pt : 0.140 | 3 F/ 4
can vary, and it is not o —y T e
predictable. 0000 000
Y5 Y6 Y7 Y8 Y9 Y10 Y5 Y6 Y7 Y8 Y9 Y10
(A) HR@20 (£) HR@20
. MovieLens-25M Amazon-music
» The relative performance o= o= —
NeuMF
ordering of the evaluated R B S G gy AL ey
0.080

models does not exhibit N D e ~—

0.060 :
0.040 =—vv—cg

consistent patterns. 0040 ]
Y5 Y6 Y7 Y8 Y9 Y10 0.000 :
Y5 Y6 Y7 Y8 Y9 Y10
(©) iﬁ)@zo (G) HR@20

Amazon-electronic
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Ignorance of global timeline:
Simplified User Preference Learning

All users u; to u, purchased the same u Q—O—0— "o
phone, but at different time points . ®LO0—OQ0-O0— |

: : . 3OO0 ,
» User u, purchased iPhone X on its L Time

. t;1 Alt. ts t3 I
first day of release el g
» Users u; and u, purchased iPhone X
when the next model was released. Are all decision-makings the same?
» User u, purchased iPhone X some day

What reflects user preference?
(a) decision making process,
(b) result of decision?

in between.
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Re-visiting collaborative filtering

Communications of the ACM Dec 1992 v35 n12 p61(10) Page 1

Using collaborative filtering to weave an information Tapestry.
by David Goldberg, David Nichols, Brian M. Oki and Douglas Terry

The Tapestry experimental mail system developed at the Xerox Palo Alto Research Centeris
predicated on the belief that information filtering can be more effective when humans are involved
in the filtering process. Tapestry was designed to support both content-based filtering and
collaborative filtering, which entails people collaborating to help each other perform filtering by
recording their reactions to documents they read. The reactions are called annotations; they can
be accessed by other people’s filters. Tapestry is intended to handle any incoming stream of
electronic documents and serves both as a mail filter and repository; its components are the
indexer, document store, annotation store, filterer, little box, remailer, appraiser and
reader/browser. Tapestry’s client/server architecture, its various components, and the Tapestry
query language are described.

» A user wants to read interesting but not all documents from a newsgroup.
* She knows that some users read all of these documents and mark the interesting ones.

= She then can simply choose to read only the documents that are marked interesting by
these users.

> Tapestry allows a user to filter documents by “users with similar preference”

https://doi.org/10.1145/138859.138867
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Collaborative filtering: 1992

» User does not want to access all
documents

Documents

» User trusts “recommendations” by self-

defined “experts”
Filter: User chosen

experts

‘ » Recommendation = information filter

= Twitter

= Facebook
= LinkedIn

A **hypothetical** extension:
if user u, follows u,, then u, prefers u,’s decision making in judging interesting documents, given the
context at that time, e.g., when a document is received in the newsgroup

. NANYANG TECHNOLOGICAL UNIVERSITY | SINGAPORE



734 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 17, NO. 6, JUNE 2005

Toward the Next Generation of Recommender

Recommender System — 2005 Systems: A Survey of the State-of-the-Art and

Possible Extensions

Gediminas Adomavicius, Member, IEEE, and Alexander Tuzhilin, Member, IEEE

L] L ] L]
C O | | a, b o rat I ve fl Ite rl n g Abstract—This paper presents an overview of the field of recommender systems and describes the current generation of

recommendation methods that are usually classified into the following three main categories: content-based, collaborative, and hybrid
recommendation approaches. This paper also describes various limitations of current recommendation methods and discusses
possible extensions that can improve recommendation capabilities and make recommender systems applicable to an even broader

° T h e most d ominant aP P roac h fo rcom P utin g gl s abtnbig bt dbin i Lol o)

the contextual information into the recommendation process, support for multcriteria ratings, and a provision of more flexible and less
intrusive types of recommendations.

recommendations bt TS st ol i seaskorelsb emdhrn s rec
* Based on the collective behavior of a system’s users:
user-item interaction matrix
* Assumption: users who had similar preferences
in the past will also have similar preferences in
the future.

ltems

Evaluating Recommender Systems: Survey and Framework Fllter: Use 'S X |temS

EVA ZANGERLE, Universitit Innsbruck, Austria
CHRISTINE BAUER, Utrecht University, The Netherlands

The comprehensive evaluation of the performance of a recommender system is a complex endeavor: many

facets need to be considered in configuring an adequate and effective evaluation setting. Such facets include, ) .

for instance, defining the specific goals of the evaluation, choosing an evaluation method, underlying data, U S e r I nfo rm atl O n n e e d S °
and suitable evaluation metrics. In this article, we consolidate and systematically organize this dispersed °
knowledge on recommender systems evaluation. We introduce the Framework for Evaluating Recommender

systems (FEVR), which we derive from the discourse on recommender systems evaluation. In FEVR, we D f. d b th (P “ I ”»
categorize the evaluation space of recommender systems evaluation. We postulate that the comprehensive e I n e y O e r S I I I l I a r
evaluation of a recommender system frequently requires considering multiple facets and perspectives in the

evaluation. The FEVR framework provides a structured foundation to adopt adequate evaluation configura-

tions that encompass this required multi-facetedness and provides the basis to advance in the field. We outline u S e rs

and discuss the challenges of a comprehensive evaluation of recommender systems and provide an outlook

on what we need to embrace and do to move forward as a research community.
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Collaborative filtering: the current understanding

> A user u would prefer the items that are chosen

ltems "y
by other users who share similar preferences

Filter:
Users X items

gi with u.
» Preference similarity between users is reflected
by similar user-item interactions in the past.

> If users u; and u, both purchased the same
mobile phone, then we would consider that u;
and u, share similar preference, at least on this
particular item.

&

Does purchasing the same item reflect that the two users share a similar decision-making process?
Do we need to consider the context changes in from time to time?
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The possible context changes in decision making

> Even if two users interact with the same item,

" [f the two interactions occur at very different time points, the contexts for the two
decision makings could be very different.

" The context here is reflected by the candidate items and their properties (e.g., their
popularity ranking) at the “decision making” time

» There are many context changes

= System side: Item ranking changes, competitive alternatives ... (we only consider the
changes that can be observed through the data)

> More reasonable to assume that if two interactions occur within a short time
period, the context change at system side is not significant.
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Outline

» Ciriticism on RecSys from evaluation perspective
" The counter-intuitive observations
* The common pitfalls in evaluating RecSys
» More practical evaluations
* The meaning of fair comparison
" The observation of global timeline
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Do Loyal Users Enjoy Better Recommendations? Understanding
Recommender Accuracy from a Time Perspective

Yitong Ji Aixin Sun
Nanyang Technological University Nanyang Technological University
Singapore R

yitong ji@ntu.e

wzn Are We Forgetting Something? Correctly Evaluate a

Nanyang Technologica
Singapore

wueit Recommender System With an Optimal Training
ABSTRACT
Lt Window

timeline. Hence, we are unable to answel

users enjoy better recommendations than
can be defined by the time period a user

ommender system, or by the number of N o 1.2 . T - 1.2 - . 1.2.3
user has. In this paper, we offer a compreh R{}I)J.ll V(f‘l‘d(.htﬁl‘t ! 5 th‘ll I\rllChlElS : and B(ll t GOE‘ThdlS -
mendation results along global timeline. ]

with five widely used models, i.e, BPR, Ne m
and TiSASRec, on four benchmark datas 1 .
Yelp, Amazon-music, and Amazon-electr F i oomI € N-V| B € Ig um if::fa';;:r
sults give an answer "No” to the above qu 2 . . .
historicalinteractions suferomeelatiy. -~ University of Antwerp, Antwerp, Belgium :

tions. Users who stay with the system i Y y f p‘ p, g tes and rec0mmendat|0n
enjoy better recommendations 5oth findi - NMonash University, Melbourne, Australia

Interestingly, users who have recently inl ry

with respect to the time point of the te

recommendations. The finding on recen¢

Experience summarizes the length and intensity of the

g?fsesi?*”giﬁmgOur,z“ginfzf Abstract v ;onsumer_’s .relationship with the vendor and is based on
https://github.comyputatu/recommender] Recommender systems are deployed in dynamic environments with constantly changing interests and our metrics:
availability of items, articles and products. The hyperparameter optimisation of such systems usually
happens on a static dataset, extracted from a live system Although it is well known that the quality of a 1. Number of days since the account creation (mean
computed model highly depends on the quality of the data it was trained on, this is largely neglected 255.03, standard deviation 278.48).
in these optimisations. For example, when concept drift occurs in the data, the model is likely to learn 2. Number of days since the first shopping transaction
patterns that are not aligned with the target prediction data. Interestingly, most scientific articles on  Hon (mean 24.05, standard deviation 56.54).

_recglmlnendelj systems typical_ly perforgl their evaluation on entire datasets, without considering their ~ tiona 3 Number of purchase transactions in the past year (mean
intrinsic c!ua.llty.or that of their parts. First, we show that using only the more recent parts of a dataset [to e 1.99. standard deviation 2.86).

can drastically improve the performance of a recommend.atmn system, and we pose that it should | ]::“13[]. 4. Value of transactions in the past year (mean 188.20
be a standard hyperparameter to be tuned prior to evaluation and deployment. Second, we find that al .

comparing the performance of well-known baseline algorithms before and after optimising the training fion: Euro, standard deviation §22.39 Euro).

. o . FINALL. & ol oo it e m o e e e e e e
data window significantly changes the performance ranking. ‘ , . :
frust and engagement with the vendor. Experience with the vendor

showed a negafive correlation with recommendation performance through both its main effect and by its interactions with
other consumer-related variables.
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Counter-intuitive observations

»> ICTIR 2022:

* Users with many historical interactions suffer
from relatively poorer recommendations.

> Electronic Markets 22:

= Experience with the vendor showed a negative
correlation with recommendation performance.

» PERSPECTIVES 2022:

= Using only the more recent parts of a dataset
can drastically improve the performance of a
recommendation system

. NANYANG TECHNOLOGICAL UNIVERSITY | SINGAPORE
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Common pitfalls in evaluating recommender systems

No recommendation Initial recommendation algorithm
period Rorig 1s applied online
l l l =
t, t, t, t,
The logs of this period The logs of this period is used to train and compare
is used to train the the the initial algorithm R, ;; and the new
initial '. algorithm R, .,
recommendation
algorithm R, The data used to train the Test data to
new recommendation compare R,;; and
algorithm R__,, and re-train Riew
the the original algorithm R, ;,

Hung-Hsuan Chen, Chu-An Chung, Hsin-Chien Huang, and Wen Tsui. 2017. Common Pitfalls in Training and Evaluating Recommender System:s.
SIGKDD Explor. Newsl. 19, | (June 2017), 37—45. https://doi.org/10.1145/3137597.3137601
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Common pitfalls in evaluating recommender systems

» lIssue | training data: Clickstreams are highly influenced by the
reachability of the products and the layouts of the product pages.
= The items that occupy many spaces are more likely to be clicked and reached.

* The trained recommender is likely to learn (1) the “layout” of the pages, and (2) the
recommendation rules of the online recommender system.

> lIssue 2 test data: If the suggested product list L,,,,, recommended by the
new recommendation module R,,,,, is very different from the online
recommendation module’s list L4, the online users have no chances to

click on the products that appear only in L,,,, but notin L.

Hung-Hsuan Chen, Chu-An Chung, Hsin-Chien Huang, and Wen Tsui. 2017. Common Pitfalls in Training and Evaluating Recommender Systems.
SIGKDD Explor. Newsl. 19, | (June 2017), 37—45. https://doi.org/10.1145/3137597.3137601
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Common pitfalls in evaluating recommender systems
Not related to this tutorial
> lIssue 3: Click through rates are mediocre proxy to revenues

= User-centric measures (e.g., click through rate) vs business-centric measures (e.g.,
recommendation revenue).

* Unfortunately, such a surmise was not carefully validated.

» Issue 4: Evaluating recommendation revenue is not straightforward

" |tis possible that the recommendation modules are served as a convenient tool for
users to locate the desired items in e-commerce, but even without the
recommendation module, the users can still discover these items through another

Mmeans.

Hung-Hsuan Chen, Chu-An Chung, Hsin-Chien Huang, and Wen Tsui. 2017. Common Pitfalls in Training and Evaluating Recommender System:s.
SIGKDD Explor. Newsl. 19, | (June 2017), 37—45. https://doi.org/10.1145/3137597.3137601
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Outline

» More practical evaluations
* The meaning of fair comparison
" The observation of global timeline
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RecSys evaluation is extremely challenging

> The evaluation metrics can be defined

. . T Test ()

from multiple perspectives U O—O—OZ0 i o

* Model accuracy? Business KPI? wLO—O0—0—0 o
* |mpact of website design, existing RecSys U3 O-0-0-O—% ime

models, and many other factors —lt_>
Training (recent interactions) ¢
» Ve probably want to begin with Do not force “Popularity” to use
something simple all training data

* A re-consideration of “fair comparison”

" An evaluation protocol with no or
minimum data leakage
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Meaningful and practical evaluation

All user-item interactions (in both train

. . Wn+1 Wn+2 Wn+3
and test) are arranged in chronological U, O—1O—0=3 T,
order. ©L0—0—0—4 rest)
Poou '
» The entire timeline is split into time S e Lime

windows of size W Training (O)

» One window W is tested at each

time, window by window A model may use all or' subset
(e.g., only recent) training data
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Meaningful modeling of user preference

» A better understanding of user preference
" |s decision context something worth studying?
* What is decision context!?

» Possible ways of evaluating similarity between decision contexts
" |mpressions:

» User u,; chooses item D with impression {4, B,C, D}, and user u, chooses item
D with impression {D, E, F,G}, are their decision contexts the same?

= A simplified version (assumption):
* |f two interactions happen within a very short time period, then the decision
contexts are similar.
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RecSys evaluation, in academic and in practice?

Data Static dataset T 1T Stream data

Evaluation

Train/test split

A/B testing

Metric HitRate, NDCG... T T CTR, CVR, GMV...

Model A single model Mixture of models!?
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Dataset vs Reality: An appropriate dataset for evalution

Real-world W Problem
application | definition

| Computer Science > Information Retrieval
‘ arXiv:2212.02726 (cs)
\ [Submitted on 6 Dec 2022 (v1), last revised 24 Mar 2023 (this version, v2)]

A Dataset Dataset vs Reality: Understanding

\\\ Dataset vs Reality Creation Model Performance from the

Perspective of Information Need

Mengying Yu, Aixin Sun

Download PDF

Deep learning technologies have brought us many models that

M Od e I outperform human beings on a few benchmarks. An interesting
DataSEt question is: can these models well solve real-world problems

with similar settings (e.g., identical input/output) to the

benchmark datasets? We argue that a model is trained to
answer the same information need for which the training
dataset is created. Although some datasets may share high

https://arxiv.org/abs/2212.02726  cuccion aovens o ek ans moge copton are for e
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Static dataset Stream data

movielens

What kind of movie fan are you? Distribute 6 points among the groups of movies below to represent your preferences. MovieLens
will then recommend movies personalized to your selection.

T I Next © Remaining points: m

courage, earnest, touching dark humor, enigmatic, masterpiece, The Lord of the raGraros [N
Rings: The Return Avengers:
[ + + Reden Ark Retumn of the Jedi  of the King Thor: Ragnarok Endgame T The Martian
f Braveheart Apollo 13 Million Fargo N 4% The A * * « * * * * *
2 Dollar 1 Py Godfather L Clockwork
\ Baby Orange
- recent releases

T

v
OtkoSgeTan
Y

. : £Scapg,
dataset based on a comic, dark hero, superhero computer game, explosions, sci-fi -

The Matrix [ 1, Robot
s S

Batman
2 Begins

R The
# Avengers

Captair
Volkonogov Operation Fortune
Escaped Hamsters Not Giving a #@%!  Ruse de Guerre

Landlocked Candy Land The Old Way

- - = B B - S «

Ry | —>|l2|P, —> (&P, Ry |—> 2P,
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OO
Two Kinds of Interactions Movies User MovieLens
> User-Movie Interaction . .
* There is a decision process to decide which movie to e
watch next Our Model Achieves Excellent

Performance on MovielLens: What
Does it Mean?

Yu-chen Fan, Yitong Ji, Jie Zhang, Aixin Sun

» User-MovielLens Interaction

- . . . A typical benchmark dataset for recommender system
M OVI eLenS gu I des users to reca” Wh a-t mOVI es he/She (RecSys) evaluation consists of user-item interactions
generated on a platform within a time period. The interaction
has Watc h ed generation mechanism partially explains why a user interacts

with (e.g_like, purchase, rate) an item, and the context of

| CO I d _Sta rt datas et fo r "Stati C P refe ren Ce" when a particular interaction happened. In this study, we

conduct a meticulous analysis on the MovieLens dataset and
explain the potential impact on using the dataset for

https://arxiv.org/abs/2307.09985 i
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Think about the RecSys problem itself, and its very original

research motivation, and not too much on a specific model

L]

O O O
g g g

Data accumulation

Recommendation on demand

& 9O g e

0 ©O

Recommende

Systemgs
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Summary

» The original objective of recommender evaluation

* A simulation of the online setting by using an offline dataset

» The importance of observing global timeline
* A more reliable simulation of online setting
* Minimizing data leakage

» The concept of fair evaluation, and user preference modeling
* Recommenders may choose the best amount of data for training
= User interaction is a result of decision

»> The selection of dataset

* A widely used dataset vs some more meaningful datasets
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